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1. Executive Summary.

I need to add something here

ANSWER THE QUESTION

· Tell us the major conclusions of the report. It will, of necessity, contain a little repetition of a) Introduction and b) some arguments used in main body c) Conclusions

· It is aimed at a busy executive: try and persuade him/her to read the report.

· It must tie up with the Conclusions.

· It must NOT tell us the structure of the report (that should be in the Introduction).

· No ‘waffle’.

· Use short ‘snappy’ sentences.

Remember that we will read the Executive Summary first, then the Conclusions, then the references.

Here is an example of a ‘good’ Executive Summary
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Why was it ‘good’? Because


a) The scope of the study was defined


NOTE. Maybe the Introduction would discuss why that was the scope, and not e.g. a) the whole company or b) the advertising sub-function.


b) It answers the question.


c) It did not ‘waffle’.


d) It is not ‘too long’.


e) It ties up with the Conclusions.


f) It is easy to read.


g) It persuades the reader to delve further into the report.


h) An Executive knows precisely what the outcomes are.

NOTE. Maybe the Main Body and the Conclusions will contain justifications for these outcomes. Hopefully the Conclusions contain many more recommendations.

2. Introduction. 



A small academic institution is planning to implement a number of e-learning initiatives for its students. These e-learning initiatives will enable students to study course material from the institution classrooms and from their homes using an internet interface. There will also be a small number of distant learning students who will participate in lectures from their homes over the internet. The course material will presented by a combination of different multimedia applications as summarised below: 

  a) Video conferencing will be used by lecturers to present lectures in real-time over the network from a central location. This will be attended by local students in the classroom and by distance learning students remotely. Students will be permitted to ask questions from the remote sites.

  b) An interactive whiteboard application will be introduced to allow lecturers and students to interact via touch sensitive screens remotely over the network to help for example in tutorial classes for distance learning students.  

  c) A chatroom application to deliver live chat sessions during a real-time video conferencing lecture and for general discussion topics afterwards. This application could also help during tutorial sessions.

  d) A commercial e-learning application for example First Class or Blackboard which will have a number of features such as e-mail, e-mail conferencing on particular subjects, community file sharing etc.

  e) Web browsing application to access the institution intranet and the internet for researching and referencing course material.

 f) A file management application will be implemented to enable lecturers and students to remotely access their own files and to submit assignments and reports.

The purpose of this report is therefore to evaluate the networking requirements for these e-learning initiatives. This will be achieved by firstly identifying the various user communities, data stores and network applications for the proposed system. A number of assumptions about the network traffic will be introduced into the design.  A practical assessment will then be performed using a network analyser to estimate some of the typical network traffic characteristics for a each application purposed. Armed with this information the logical topology for different network systems will be purposed. The benefits and drawbacks for each system will be highlighted. A summary of typical costs will be included for the network cables and devices. Finally the conclusions and recommedations will be summarised. 

3. Logical Network Design
3.1 Defining User Communities, Data Stores (Servers) & Applications

User Community Name
Size
Location
Applications used

Management PC Users
20, will grow to 40
Management Dept
All applications

Science PC Users
20, will grow to 40
Science Dept
All applications

Computing PC Users
20, will grow to 40
Computing Dept
All applications

Engineering PC Users
20, will grow to 40
Engineering Dept
All applications

Library PC Users
20, will grow to 40
Library
All applications

Support PC Users
3, will grow to 5
Computing Dept
All applications

External PC Users
150 will grow to 250
Worldwide
All applications *

Figure 1.  Table showing the identified user communities

There are seven network user communities at the academic institution with 20 PC users per communities except for Support and External with 3 and 110 respectively. The External group consist of all students and staff attending the institution plus 10 distance learning students who will study remotely from home or from other associated academic schools elsewhere in the world. This new e-learning initiative will be phased and department user numbers will be increased in following years.  It is assummed that all departments will have access to video conferencing in their own buildings. 

* It should be noted that External users who wish to use particularly the video conferencing facilities being offered will require an ADSL connection for reasonable network performance because of the throughput requirements imposed by that application. If such a connection to the internet is not available other solutions could be considered possibly using interactive DVD/ CD Rom or pre-recorded MPEG video presentations available for downloading to a client PC.   

Data Store
Application
Location
User Community

Web server
Web browsing
Computing Dept
All users

Application server 1
e-mail/conferencing
Computing Dept
All users

Application server 2
Blackboard
Computing Dept
All users

Application server 3
Whiteboard
Computing Dept
All users

Application server 4
Chatroom
Computing Dept
All users

Video server
Video conferencing
Computing Dept
All users

File server
File Management
Computing Dept
All users

DHCP server
Dynamic IP addressing
Computing Dept
All users

Cache server
Web browsing
Computing Dept
All users

Backup servers
All Applications
Library
All users

Figure 2. Table showing the identified data stores

Each application will have dedicated servers located in a dust free, air-conditioned secure environment to help with overall system reliability. Suitable UPSs will power all network hardware and backup generators will be available. All data and applications will be backed up in servers located in a different building. It is assummed that all institution building are located within 500 metres of each other. Cabling conduits already exist for other services within the buildings.

Application
Type
Protocols
Bandwidth
QoS

Whiteboard
peer/peer
HTTP over TCP/IP
10Kbps / user
Important

e-mail/conferencing
client/server
SMTP, POP, HTTP over TCP/IP
30Kbps / user
Flexible

File Management
client/server
FTP, HTTP over TCP/IP
40Kbps / user
Flexible

Blackboard
client/server
HTTP over TCP/IP
50Kbps / user
Important

Chatroom
client/server
HTTP over TCP/IP
50Kbps / user
Important

Web browsing
client/server
HTTP over TCP/IP
50Kbps / user
Flexible

Video conferencing
client/server
RTP and  RSVP over UDP
600Kbps / user
Critical

Video streaming
client/server
RTP and RTSP over UDP
600Kbps / user
Critical

Figure 3.  Table showing identified applications.

For each application the suggested traffic flow type, bandwidth allowance, protocol and quality of service is listed. For most applications the transport layer protocol will be TCP because it is reliable, connection orientated and has been designed to work well with many different networks. It also supports flow control to prevent network swamping, multiplexing to distinguish packets, error control for retransmitting lost packets and congestion control for slowing down when packets are getting dropped in the network. These services sit on top of the basic IP or network layer. On top of the transport layer sit a number of generic applications such as web page tranfer (HTTP), e-mail (SMTP), file transfer (FTP) and so on. Quality of service (QoS) for these applications is important but no critical as a user can wait for an e-mail or file transfer along as the data arrives intact in a reasonable amount of time. Video conferencing and streaming however do have quality of service issues which need to be addressed by some different protocols. Throughput and transmission time are critical here to provide video of acceptable quality for teaching purposes. (Walrand & Varaiya, 2000, pp193) RTP or Real Time Protocol is a QoS enabling protocol, which is designed for multimedia applications such as video conferencing, provides end-to-end network transport functions for transfering real-time data. It works well with UDP or User Datagram Protocol and makes use of UDP’s fast, unreliable, connectless service. UDP has no flow or congestion control but supports mutliplexing and error checksum support. The underlining support for QoS in video conferencing can be achieved with another protocol RSVP, Resource Reservation Protocol, which specifies bandwidth for individual traffic flows. For video streamimg RTSP or Real Time Streaming Protocol gives support for QoS.

Traffic flow type for each application is client/server except for the whiteboard application which is peer to peer as each user will be able to communicate at anytime as much data as they like. Video conferencing will be mainly client/server in this teaching solution as data is being disseminated from a central location although some data will travel in the oppposite direction when students ask questions perhaps.    

The estimated bandwidth requirements per user for the applications range anywhere from 10 Kbps to approximately 600 Kbps with video streaming/conferencing requiring the highest. These values were measured using Network Associates Sniffer software (see next section). 
3.2 Monitoring Network Traffic

[image: image2.wmf] 

To select a suitable topology to meet the design criteria mentioned in the introduction it was important to characterise and measure the network traffic to ensure that the purposed network will have more than enough capacity to handle all traffic loads at all times.  The Sniffer network monitoring tool was used to obtain practical values for the network throughput in bytes per second and utilization as a percentage of total bandwidth available for the each application. These measurements were made in the morning, noon and evening in an attempt to identify any fluctuations due to different traffic loads on the network. The results are shown below.  
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Figure 4.  Three charts showing network throughput at 09:00am, 12:00 and 6:00pm for each application measured from the students home and from the university network. One chart showing network utilization for each application measured from the students home and from the university network.

It can be seen from the graphs of throughput that, video streaming in this case, is a major issue. For a user in the External community for example, home region on the graph,  the throughput was limited by an ISDN connection and so the quality of replay was quite poor and not suitable for e-learning. The four graph shows percentage network utilization for each application. It can be seen that for a home user watching a video stream almost 90% of the network capacity was used. With another application running , for example a chatroom session, the network performance will decrease.  This ties in with the note made in section 3.1 refering to students requiring ADSL connections for real-time video applications. 

.

Traffic load characteristics need to be considered and so the following assumptions were made to obtain the maximum load presented to the network. TheFor this solution it was assummed that the user would start just one session lasting all day.  The length of an average application session

3.3 Network Addressing

First of all we would like to point out that every network has to have a well planned, managed and documented model for addressing. In order to achieve this it would be very wise to design first a structured model for addressing before assigning any network addresses at all. In doing this we could have a much more better overlook to our network hierarchy.

To contribute to the `future oriented network design` aspect as well, we could say that the assignment of addresses should be in an hierarchical order so that the forthcoming administrator has got a complete overview to the network and during the assignment process some scoop or space which is actually called `room for network growth` should be left. In order to keep up with the growth. This point is therefore relevant because we know for certain that it could cause some problems like the labour-intensive process of re-assigning network addresses, just because did not planned or took precautions for growth.

Below we can see a couple of more consequences which are associated with failing to design a proper network addressing.

· Illegal addresses that cannot be routed on the internet

· Addresses that can not be used, and so are wasted for nothing

· Duplicated network and host addresses

So we should be able to infer that this means at the end of the day that we should use meaningful and hierarchical network numbers(addresses) when we are assigning those addresses. In order to stick to this rule we actually decided to go for the dynamic addressing option instead of assigning those IP addresses manually.

Because the network system evolves with the time, the pool of IP addresses may be insufficient to assign an individual IP address to every host. As we can infer one of the most important tasks is that  the Dynamic Host Configuration Protocol is responsible for dynamic addressing. That means when a host needs an IP address, it uses its MAC address to send a DHCP discover packet. Our  DHCP server which is actually behind the Router and Firewall replies with an DHCP unused IP offer. The host accepts this IP offer. Of course the host has just a certain time to use this IP and in order to keeping it, it has to be refreshed to remain valid. Afterwards when the host is finished with its work it sends automatically an DHCP release command back to the DHCP server so that the IP address is available again.

That means that DHCP maximised in our case the flexibility of users, minimised configuration and wasted no IP addresses at all. 

Because we are trying to imitate a E-learning institution and most of our students will be connected from outside we really do not know how frequently they are going to change their workstations(flexibility) and herewith they do not need to change always their IP configuration when they change their workstations (no manual configuration).

So dynamic addressing not just reduces configuration tasks, but it also allows servers to allocate network-layer addresses and save info about which addresses have been allocated. 

3.4 Network Security

In this section we are going to talk about network security and how we actually adapted or implemented the solution onto our system. But we have to say  at this point  that it was actually quite confusing to get a summary from the material and information ocean about network security and its importance from sources like different network books and web-sites. Another reason why we have been in a cul-de-sac for a short period is because of the different type of institution which we are actually simulating. At this point we had to decide about our network security in relation to our own network topology. Before doing that we first needed to follow the network designing rule no. 1 `first design, then implement`. This means in our case that we needed to set the network equipment's into a order and specify the customs respectively the entryways between our network and the Internet and how many we are going to have of them. 

The crucial point was here that we had to make a selection between excellent protection and complexity. We assumed that we should at least protect the public-web(internet) connection and the internal network with a dedicated firewall which would give us much more security potential then just one router with Access Control Lists(ACLs) which acts as a firewall by using packet filtering or authentication.

In order to secure the internet connection we could have used a couple of solutions like firewalls, packet filters,audit logs, authentication and authorisation. Basically our solution was to secure the internet connection first with the router which is going to be our gateway to the public-net with packet filtering and our dedicated Firewall (Cisco (Desktop) PIX 525 Firewall)  based on Adaptive Security Algorithm(ASA) offers us herewith stateful connection oriented firewalling. This method is less complex and more robust than packet filtering. The working method is simply that the algorithm tracks the source and IP address, the transmission control protocol (TCP) sequence and port numbers. That means our firewall will only permit access if there a appropriate connection exists. .

Below you can see some technical information about the server we have actually selected from a big range of dedicated firewalls. The main reason why we have chosen this one was because of the reliable brand (Cisco). Because it is not a enterprise network which does not need so much security we decided to select a model which is rather suitable for small- middle scaled networks.

Firewall Description

Cisco PIX 525 Firewall

Processor
1.2 GHz

RAM
256 MB

Flash Memory
32 MB

PCI Slots
4

Fixed Interfaces
2 1000 BaseFX Ethernet

Maximum Interfaces
2 1000 BaseFX Ethernet

VPN Accelerator Card
Yes 

Failover Support
Yes

Rack Mountable
Yes

Size
19 “
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3.5 Switched Mesh Ethernet
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3.6 Scaled Switch Ethernet





3.7 FDDI 

3.8 Logical Design Solution

The recommended solution is the hierarchical swtiched mesh topology.

A hierarchical-mesh topology with redundant links betweeen buildings was selected. In addition the following decisions were made:

1. The network will use switched Ethernet. Though shared Ethernet would meet bandwidth requirements, switched Ethernet meets scalability goals and the objective of using state-of-the-art technology. A cost analysis indicates that switches are affordable.

2. All devices will be part of the same broadcast domain for now. The justifcation for this decision is that the total number of devides is less than the recommended maximum for one broadcast domain (this is set between 200 and 500 depending on the applications and type of protocols). 

3. All devices will be part of one IP subnet using the network address that the ISP administrators have assigned to the college. Addressing for PCs will be accomplished using DHCP running on a dedicated server.

4. The switches will run the IEEE 802.1d spanning tree protocol

5. The switches will support SNMP and RMON. 


6. The router will continue to act as a firewall using packet filtering. It will support a default route to the Internet and will not run a routing protocol.

3.9 Physical Design Solution

The following decisions were also made:

· Buildings will be connected via 1000BaseFX Ethernet. Because of the distances between buildings, the links must use full-duplex Ethernet. Though 100BaseFX Ethernet would meet bandwidth requirements, 1000BaseFX was selected because it is more state-of-the-art and is supported on more switch platforms.

· Within buildings, 10-Mbps Ethernet switches will be used. 

· All switches will have the ability to be upgraded with a routing module. The routing module can be added in the future to segment broadcast domains, as more multimedia applications are deployed.

· All switches will support IP multicast technologies to minimise the need to use broadcast and point-to-point technologies for multimedia applications.

· The SuperJanet 4 link to the Internet will be used. 

· A centralised (star) physical topology will be used for the campus cabling. Existing underground cable conduits will be used, and multi-mode fibre-optic cabling will be added to the conduits (some of the conduits already have it). The cabling will be off-the-shelf cabling that consists of 30 strands of fibre with a 62.5 micron core and 125-micron cladding, protected by a plastic sheath suitable for outside wear-and-tear.

4. Conclusions



No single topology is completely the right solution. Issues such as performance, scalibility, price and manageability are just some of the factors that effect the end network solution.

The type of application has a direct impact on the amount of LAN bandwidth needed. Assuming that bandwidth is limited, the choice is either to select a lower quality video application that works within the available bandwidth, or consider modifying the network infrastructure to deliver more overall bandwidth.
5. References

Killelea, Patrick “Web Performance Tuning” First Edition. Published by O’Reilly & Associates, Inc, 1998. ISBN 1-56592-379-0. Price £21.00 (Oct 2001)
Oppenheimer, Priscilla “Top-Down Network Design” First  Edition. Published by Macmillan Technical Publishing. 1999. ISBN 1-57870-069-8. Price $55.00 (Oct 2001).

Micro Modeling Associates, Inc, “Commerce Solutions” First Edition. Published by Microsoft Press. 1999. ISBN 0-7356-0579-3. Price £46.99 (Oct 2001)

Walrand, Jean & Varaiya, Pravin “High Performance Communication Networks”  Second Edition. Published by Morgan Kaufmann Publishers. 2000. pp158 – 197 ISBN 1-55860-574-6. Price £34.95 (Oct2001)
Designing Interworks for Multimedia, cisco website, http://www.cisco.com/univercd/cc/td/doc/cisintwk/idg4/nd2013.htm#xtocid129352

Date 20st October, 2001
Appendix A.  Approximate Cost of Network Equipment

1. Switched Mesh Ethernet

Device
Type
Price (£)
Quantity
Links
Total (£)

Routers
Cisco 12000 GSR series
10000
1

10000

Switches
Cisco Catalyst 8500 series
3000
6

18000

Repeaters


0



Bridges


0



Hubs
Cisco FastHub 400
300
0



PCs
1.4 GHz P4, 512Mb RAM  
1000
103

103000

Firewall PCs
1.4 GHz P4, 512Mb RAM 
1000
1

1000

Servers
Enterprise Servers
3000
~ 12

36000

UPS

250
~12

3000








Fibre Optic Cable
1000BaseFX (single mode)
20 / m

12 (500 metres)
120000

Copper Cable
10BaseTX (category 5)
3 / m

104 (25 metres)
6240





Total
297240

2.  Scaled Switch

Device
Type
Price (£)
Quantity
Links
Total

Routers
Cisco 12000 GSR series
1000
1

10000

Switches
Cisco Catalyst 8500 series
3000
5

18000

Repeaters


0



Bridges


0



Hubs
Cisco FastHub 400
300
0



PCs
1.4 GHz P4, 512Mb RAM 
1000
103

103000

Firewall PCs
1.4 GHz P4, 512Mb RAM 
1000
1

1000

Servers
Enterprise Servers
3000
~ 12

36000

UPS

250
~12

3000








Fibre Optic Cable
1000BaseFX (single mode)
20 / m

9 (500 metres) 
9000

Copper Cable
10BaseTX (category 5)
3 / m 

104 (20 metres)
6250





Total
186250

3. FDDI Network

Device
Type
Price (£)
Quantity
Links
Total

Routers
Cisco 12000 GSR series
10000
1

10000

Switches
Cisco Catalyst 8500 series
1000
14

14000

Repeaters


0



Bridges


0



Hubs
Cisco FastHub 400
300
0



PCs
1.4 GHz P4, 512Mb RAM 
1000
103

10300

Firewall PCs
1.4 GHz P4, 512Mb RAM 
1000
1

1000

Servers
Enterprise Servers
3000
~ 12

36000

UPS

250
~12

3000








Fibre Optic Cable
1000BaseFX (single mode)
20 / m

10 (500 metres)
100000

Copper Cable
10BaseTX (category 5)
3 / m

119 (20 metres)
7140





Total
174300

The IT Dept. of Portobello was examined.





Users currently have no say in the IS/IT decision making process leading to frustration and inappropriate systems being introduced, the most telling example being the existence of 5 separate ‘contacts’ databases, none of which do what is required of them.





Our major recommendation is that an IS/IT committee is set up, immediately. It must 


be ‘driven’ by the Board


have users represented on it





Our secondary recommendation is that the IT Dept. must be re-vamped. It needs 


a new Manager 


to report to the IS/IT committee (and NOT the Finance Director) 


the introduction of modern design methods





The changes will cost £32,000(initial) and £15,000(recurrent) and need to be in place within 4 months





Portobello’s profits will improve by £63,000 per annum after 2 years, with these improvements.
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